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Introduction 

 
This document is intended for data stewards who have a basic understanding of and 
knowledge in this area. It provides an overview and description of each element of the FAIR 
Principles (F = Findability, A = Accessibility, I = Interoperability, and R = Reusability), which 
were first defined and published in 2016 and are now an integral part of the research data 
cycle. More and more emphasis is placed on these elements. 
 
This handbook is based on the FAIR Data Handbook. It develops these materials and enriches 
them with practical components.  
 
The aim of the document is to familiarize data stewards with the definition of the FAIR 
Principles. In addition, it provides practical examples in the individual sections so that they 
may better understand the topic. Beyond the guiding principles, the handbook offers 
additional sections that the authors consider essential to illustrate the issue as a whole. Thus, 
more technical topics, such as data anonymization, semantic interoperability, or machine 
actionability, are also addressed. These topics are essential in interdisciplinary collaboration 
or even for data stewards working in an institution with a broad research scope. 
 

The FAIR Principles in the context of open science and research data 
management 
Research data and their management 

Research data are usually of great value because it takes a lot of time, effort, money, and 

other resources to obtain and the research data results can have a big impact. Good 

research data management (RDM) is important throughout the entire research process and 

involves various procedures and strategies. The steps of the research data management life 

cycle include data planning, organization, documentation, storage, and archiving. These 

steps ensure that data are used effectively and are adequately protected against any loss or 

misuse. RDM is also the key to data reuse and sharing in research teams as well as at the 

national and international level. There are a number of domain-specific or institution-

specific guidelines and instructional materials relating to RDM. The new position of data 

steward has been created in many projects and at many institutions to provide technical 

assistance, coordination, and oversight with respect to data management. The FAIR 

Principles have been formulated as general guidelines for data management[1] and ensure 

that data are findable, accessible, interoperable, and reusable. 
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Open research data  
Open science (OS) is a concept in the research process that promotes open access to research 
results using new digital technologies and tools.[2, 3] The main objective of this concept is to 
improve the accessibility and reuse of research results, to conserve financial resources spent 
on science and research, to encourage new collaboration, and to ensure research 
transparency. Thus, open science enables the successful replication of results, leads to greater 
confidence in research, facilitates the evaluation of outputs relating to scientific debate, and 
increases the impact of researchers and research institutions. All of this contributes to 
accelerating and streamlining research and improving research quality.[2, 4, 5] 
 
Open science covers several areas, including open access to research publications (“open 
access”) and research data (“open data”).[6–9] Open data are generally data that are freely 
accessible and that may be used, modified, and shared by anyone for any purpose.[10] 

However, there may sometimes be legitimate situations where access to data must be 
restricted and data kept inaccessible for justifiable reasons, e.g. to protect intellectual 
property, personal data and privacy, human rights, security, legitimate commercial interest, 
etc. 
 
For data generated by publicly funded research, the European Commission recommends 
making the data accessible in accordance with the FAIR Principles and the principle “as open 
as possible, as closed as necessary”.[11] Open access to data according to the FAIR Principles is 
increasingly required to varying degrees by funding providers (e.g. the Technology Agency of 
the Czech Republic, the Czech Science Foundation, etc.) and is being integrated into the 
policies of universities and research institutions (e.g. Charles University Research Data Policy). 
When publishing research articles, publishers often require disclosure of the data on which 
the research results are based and information on data accessibility (e.g. PLoS, Springer 
Nature, Wiley). 
 
As a part of the National Research, Development and Innovation Policy of the Czech Republic 
2021+, the Czech Republic strives to ensure open access to the results of research and 
development in accordance with European legislation. In addition, the management of and 
access to research data in the Czech Republic is governed by Act no. 130/2002 Sb., on support 
for research and development. 
 

The FAIR Principles 
The FAIR Principles were published in 2016 in an article by Wilkinson et al. 2016, in which the 
four guiding principles are formulated, stating that data should be: Findable, Accessible, 
Interoperable, and Reusable. The principles are further broken down into a total of fifteen 
elements that describe in more detail what characteristics current data, metadata, and the 
used tools and infrastructures should exhibit in order to make the data and/or metadata as 
findable, accessible and reusable as possible.[1, 12] The FAIR Principles themselves are not a 
standard or norm and do not mandate the use of specific tools or technologies, as these can 
change over time and depending on the domain.[1] However, the FAIR Principles are 

https://www.tacr.cz/
https://www.tacr.cz/
https://gacr.cz/ga-cr-a-otevrena-veda/
https://cuni.cz/UK-13492.html
https://journals.plos.org/plosone/s/data-availability#loc-acceptable-data-sharing-methods
https://www.springernature.com/gp/authors/research-data-policy
https://www.springernature.com/gp/authors/research-data-policy
https://authorservices.wiley.com/author-resources/Journal-Authors/open-access/data-sharing-citation/data-sharing-policy.html
https://www.vyzkum.cz/FrontClanek.aspx?idsekce=913172
https://www.vyzkum.cz/FrontClanek.aspx?idsekce=913172
https://www.zakonyprolidi.cz/cs/2002-130
https://www.nature.com/articles/sdata201618
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increasingly becoming a part of the requirements of funding providers or institutional policies 
to ensure good research practices.[13] 

 
The FAIR Principles are very general and are not domain-specific so that they can be applied 
to a wide range of research results. They are relevant for both data and metadata. The 
different FAIR elements are interrelated but at the same time independent and separable. 
This modularity allows them to be used in a variety of circumstances, e.g. providing only 
metadata when working with sensitive data.[1] FAIR is described as a spectrum on which 
varying degrees of “fairness” (derived from the word FAIRness in the FAIR Principles) can be 
achieved and gradually improved.[14] 

 
None of the FAIR Principles require data to be open or free of charge. However, clear and 
transparent conditions for access to and reuse of data are required. Hence, FAIR data need 
not be open, but should have a clearly assigned licence.[1]  

 
Data should adhere to the FAIR Principles in terms of both human- and machine-driven 
activities. Particularly important is machine actionability, where computing systems are 
capable of recognizing the type of data and its usefulness, evaluating the conditions of use 
according to a licence, and then processing the data without human assistance or with 
minimal human intervention. Humans are not capable of working at the scale and speed 
required by the volume and complexity of current research projects and data, and so this area 
relies on the action of computing systems.[1] 
 
It can be useful for a wide variety of target groups to follow the FAIR Principles. These groups 
include, for example, researchers who want to share their data or reuse the data of others, 
professional data creators, software developers, funding providers, or the research 
community, including data stewards. 

 
The process of creating FAIR data is referred to as “FAIRification”, and there are various online 
tutorials for preparing the workflow, for example: 

• FAIRToolkit (Pistoia Alliance) 

• FAIRification framework (FAIR Cookbook, ELIXIR, FAIRplus) 

• FAIRification Process (GO FAIR) 
 
Tools are also available to assess the extent to which research data are FAIR, for example: 

• F-UJI 

• FAIR DataSet Maturity 

• FAIR Data Self Assessment Tool 

• FAIR checker 
 

FAIR vs. open data vs. data management 
FAIR, open data, and research data management are three different concepts. However, they 
overlap with each other. Each of them focus on something different, and the best results can 

https://fairtoolkit.pistoiaalliance.org/methods/fairification-workflow/
https://www.pistoiaalliance.org/
https://faircookbook.elixir-europe.org/content/recipes/introduction/fairification-process.html
https://faircookbook.elixir-europe.org/content/home.html
https://elixir-europe.org/
https://fairplus-project.eu/
https://www.go-fair.org/fair-principles/fairification-process/
https://www.go-fair.org/
https://www.f-uji.net/?action=test
https://fairdsm.biospeak.solutions/
https://ardc.edu.au/resource/fair-data-self-assessment-tool/
https://fair-checker.france-bioinformatique.fr/
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be achieved when they are used together. It is important to start with good research data 
management in the early stages of research (even better, during the research preparation 
period), otherwise, it could be more difficult to achieve open and FAIR data in the later stages. 
The principles of open and FAIR data can also help engage researchers in data management 
with the motivation that more findable data are more visible and can improve the impact of 
research results. 
 
FAIR and open data are not the same thing. Data can be FAIR and open at the same time, FAIR 
only, open only, or neither. Both FAIR and open data principles focus on sharing data. 
However, FAIR data are not necessarily open. The ideal situation is to make the data as FAIR 
and open as possible. If open data cannot be provided in certain situations for legitimate 
reasons, it may be possible to at least meet the FAIR requirements. Neither FAIR nor open 
data say anything about the quality of the data.[15] 
  

Figure 1: Overlapping of three different data concepts.[72] 
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Findability 
The main prerequisite for making data accessible and reusable is data retrieval, which will be 
the focus of this chapter. The importance of findability can be demonstrated by the following 
example. A research article was written. This takes quite a lot of time, effort, and work. 
Although the article may be of excellent quality, if there is insufficient information about it, 
people will not know about it and it will not reach the research community, which may result 
in low citation rates and insufficient knowledge of the authors and the prestige of the 
institution. It may also slow down future research since the results published in the article 
cannot be followed up on. However, if the article is stored in a suitable place (a repository), is 
sufficiently described (metadata) and assigned a persistent identifier (making it easily 
findable), the authors will contribute to the awareness of their work and others will be able 
to easily find, disseminate, or cite the article thanks to the identifier. A similar approach should 
be followed with research data. 
 

F1. (Meta)data are assigned a globally unique and persistent identifier 
The persistent identifier (PID) is a tool used to uniquely identify people, organizations, and 
other objects (e.g. books, articles, datasets) in a research communication system. The unique 
links associated with an entity and/or its metadata do not change over time and allow for 
persistent retrieval, access, citation, linking, and reuse of research results. These are globally 
unique, persistent, and machine-readable digital identifiers using a metadata schema.[16] 
 
In this context, most of the identifiers consist of a web link, and clicking on them in a browser 
will allow access to a web page (landing page) with additional information or directly with the 
data itself. Identifiers are essential for the human-machine interoperation that is key to the 
vision of open science. In addition, identifiers will help others properly cite our work when 
reusing our data. Some digital objects may already have a PID assigned when they reach us. 
Thus, it is advisable to use it consistently and not to assign another identifier.[17] 
 
Functional requirements for persistent identifiers 

 

● Globally unique; 

● Globally readable as a URI (uniform resource identifier) in line with http (e.g. 

https://doi.org/10.48813/k2xs-y923); 

● Persistent – intended to work regardless of the lifetime of the systems or 

organizations; 

● Managed by a dedicated organization with defined governance and decision-making 

mechanisms; 

● Linkable/interoperable with other identifiers through metadata elements that 

describe their relationships; 

● Must contain metadata that describe their most important properties; 

https://doi.org/10.48813/k2xs-y923
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● Indexable and searchable by its metadata elements along with all other trusted 

identifiers.[16] 

In academic environments, a variety of persistent identifiers are used to identify objects (e.g. 
authors, digital objects, publications and journals, datasets, organizations, etc.). The table 
below provides examples of the most common types of unique identifiers. Some identifiers 
are still in the development phase, e.g. RAiD (research activity), ePIC (research data prior to 
publication), ConfIDent (professional conferences). 
 

Type of 
identifier      

Type of use Example  

ORCID iD Person (author, researcher) https://orcid.org/0000-0001-8888-635X 

ResearcherID Authors of a publication 
that is indexed in the Web 
of Science (WoS) database 
have an author record 
automatically created and 
an assigned ResearcherID. 

B-6035-2012 

Scopus Autor 
ID 

Identifier and author profile 
belonging to the Scopus 
bibliographic and citation 
database operated by 
Elsevier publishing 
company. 

6603082428 

DOI Digital objects (articles, 
datasets, DMPs (Data 
Management Plans), 
audiovisual recordings, 
conference papers, 
preprints, software, 
standards, etc.) 

https://doi.org/10.1038/sdata.2016.18 
 

Handle Digital objects https://hdl.handle.net/20.500.14391/1549 

ROR Research organizations https://ror.org/028txef36 
 

IGSN Research samples 10.60510/ICDP5054ESYI201 

ISSN Journals 1214-8790 

https://raid.org/
http://www.pidconsortium.net/
https://projects.tib.eu/en/confident/
https://orcid.org/0000-0001-8888-635X
https://doi.org/10.1038/sdata.2016.18
https://hdl.handle.net/20.500.14391/1549
https://ror.org/028txef36
https://doi.org/10.60510/ICDP5054ESYI201
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ISBN Books 978-80-247-2279-5 

ISMN  Musical works 979-0-2600-0043-8 

Table 1: Examples of persistent identifiers  

 
Examples of globally unique and persistent identifiers: 

● One particular person on planet earth has this globally unique and persistent identifier: 

https://orcid.org/0000-0001-8888-635X. 

● An identifier that unambiguously refers to an article about the “FAIRness” of the FAIR 

Principles: https://doi.org/10.2218/ijdc.v12i2.567. 

● The human polycystin-1 protein has a globally unique and persistent identifier given 

by the UniProt database: http://purl.uniprot.org/uniprot/P98161. 
● Polycystic kidney disease Type 1 has a globally unique and persistent identifier given 

by the OMIM database: http://omim.org/entry/173900.[17] 

 
PID graph – Not only are PIDs important for uniquely identifying a publication, dataset, or 
person, but the metadata of these persistent identifiers can provide unambiguous links 
between persistent identifiers of the same type, e.g. journal articles citing other journal 
articles, or different types, e.g. linking a researcher to datasets they created[18] – illustrated in 
the graph below.  

 

https://orcid.org/0000-0001-8888-635X
https://doi.org/10.2218/ijdc.v12i2.567
http://purl.uniprot.org/uniprot/P98161
http://omim.org/entry/173900
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Figure 2: The linking of different types of persistent identifiers to facilitate academic 
communication[19] 

Support for persistent identifiers in the Czech Republic: 
● Czech National ISBN and ISMN Agency, operated by the National Library of the Czech 

Republic 

● National Centre for Persistent Identifiers, operated by the Czech National Library of 

Technology, which includes the following centres: 

a) National ISSN Centre  

b) National ORCID Centre, which was established in 2023. Member institutions can 

work with the verified ORCID iDs of researchers in their systems and record 

information on affiliation, publication activity, etc. on the ORCID profile of their 

researchers. 

c) National DOI Centre, which was established in 2023. Member institutions can 

register DOIs for various types of objects, including IGSNs for samples.[16, 20] 

The following website can also help you understand persistent identifiers more easily: 
https://identifikatory.cz. Here you can find up-to-date information on PIDs and the types of 
support available at the national level. 
 

F2. Data are described with rich metadata 
The probability of finding research data is greatly enhanced by rich metadata descriptions, 
such as descriptive information about the context, quality, status, or characteristics of the 
data (described in more detail in section R1). Rich metadata allow computers to 
automatically perform searches that are very time-consuming for humans. The premise of 
the F2 principle is that a user should be able to find data based on the information provided 
in the metadata, even if the data do not have a persistent identifier assigned. Particularly in 
research activities, a good metadata description increases the chance of discovery and 
additional use of the data.[17] 
 

F3. Metadata clearly and explicitly include the identifier of the data they describe 
The dataset and descriptive metadata are usually separate files. As the name of this principle 
suggests, it is important that the two are linked. That is, the globally unique and persistent 
identifier of the dataset should also be included in the metadata. In cases where the data are 
no longer (or can no longer be) available, it is recommended to at least mention that the 
data exist. Many repositories today automatically generate PIDs when data are deposited, 
and these can be used for this purpose.[17] 
 

F4. (Meta)data are registered or indexed in a searchable resource 
Identifiers and rich metadata alone will not make data “findable” on the Internet without 
further action. Perfectly good data resources may go unused simply because no one knows 
they exist. If a dataset is not available, then nobody (not even a machine) can discover it. Thus, 

https://identifikatory.cz/cs/sluzby/cna-isbn-ismn/
https://identifikatory.cz/cs/sluzby/nc-issn/
https://identifikatory.cz/cs/sluzby/nc-orcid/
https://identifikatory.cz/cs/sluzby/nc-doi/
https://identifikatory.cz/
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the data and metadata need to be deposited into a suitable and trusted (data) repository that 
is accessible, searchable, and indexed. Depending on the need, either an institutional, 
disciplinary (domain), or multi-domain (also generic, general, or orphan) repository can be 
used.[16, 17] The following registry may be consulted to select a suitable repository: Registry of 
Research Data Repositories. In this web-based tool, you can search by title, domain/research 
discipline, country in which the repository is hosted, or by content type (e.g. datasets, text 
files, structured text, images, configuration data, etc.). Another tool that can help you find a 
suitable repository is FAIRsharing, where you can search in the Databases section. 
Recommendations from certain publishers and journals can also help authors choose the 
appropriate repository, e.g. https://www.nature.com/sdata/policies/repositories.  

https://www.re3data.org/
https://www.re3data.org/
https://fairsharing.org/
https://www.nature.com/sdata/policies/repositories
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Accessibility 
This principle ensures the accessibility of data and metadata. From a practical standpoint, not 
all data can be openly accessible (due to personal or sensitive data, national security, 
commercialization, etc.), so it is recommended (and often specified in project terms and 
conditions) to follow the “as open as possible, as closed as necessary” rule.  
 
It is now quite common practice for repositories to allow a distinction to be made between 
making data accessible to anyone or making the data accessible only to a limited range of 
users. If it is not possible to make the actual data accessible, the metadata should at least be 
accessible in the repository without restrictions, because even information about the 
existence of data with restrictions is very valuable. All of this should be done using standard 
communication protocols. 
 

A1. (Meta)data are retrievable by their identifier using a standardized 

communications protocol 
The Identifiers used for metadata are mainly DOI, URN, PURL, HDL (Handle). The assignment 
of DOIs is provided, for example, by repositories that register DOIs based on the creation of a 
record or the storage of a dataset. The identifier ideally refers to a landing page. The 
standardized communication protocol here is primarily a Hypertext Transfer Protocol – 
http(s).[21, 22] 

 
Table 2: Examples of persistent identifiers  

A1.1 The protocol is open, free, and universally implementable 
For access to (meta)data, access must be provided using an open protocol without financial 
or implementation constraints. In the vast majority of cases, this means using an HTTP or 
HTTPS protocol, but it is also possible to use API, FTP, FTPS, SFTP, or SCP protocols and others. 
It should be added that the use of HTTP and FTP protocols is not recommended today, because 
all communication takes place over these protocols in an unencrypted form. In the case of 
access through, for example, APIs, it is important to provide the necessary specification of 
possible operations, documentation and, in the case of sensitive data with restricted access, 
authentication of the accessing party, which will ensure the possibility of providing automated 
access to data or their integration into other services for authorized entities.[23] 
 
Example of API documentation: https://docs.ckan.org/en/2.10/api/index.html 
 

Name Value Link 

DOI 10.5281/zenodo.4420115 https://doi.org/10.5281/zenodo.4420115 
 

Handle 1813/7895 https://hdl.handle.net/1813/7895 

URN:NBN urn:nbn:cz:tst02-000008 https://resolver.nkp.cz/urn:nbn:cz:tst02-
000008h 

https://docs.ckan.org/en/2.10/api/index.html
https://doi.org/10.5281/zenodo.4420115
https://hdl.handle.net/1813/7895
https://hdl.handle.net/1813/7895
https://hdl.handle.net/1813/7895
https://hdl.handle.net/1813/7895
https://hdl.handle.net/1813/7895
https://resolver.nkp.cz/urn:nbn:cz:tst02-000008
https://resolver.nkp.cz/urn:nbn:cz:tst02-000008
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A1.2 The protocol allows for an authentication and authorization procedure, where 

necessary 
Not all data can be accessible to everyone without authentication. Thus, secure authentication 
and authorization must be ensured when accessing research data. Access options should be 
clearly stated in the metadata or in the ReadMe file. This should include information on who 
can use the data, any restrictions on use, and how the data can be accessed and under what 
conditions. User authentication and authorization is usually managed by the repositories 
themselves. When programming your own systems, it is advisable to use standardized 
protocols, such as OAuth, SAML.[24] 
 
In addition to direct user authentication using a password, federated identities can be used 
(e.g. eduID.cz, mojeID, eduGAIN). When working with APIs, users can be authorized using API 
keys or OAuth tokens. Organizations often use Role-Based Access Control (RBAC) where users 
are granted permission based on their role in the system. 
 

A2. Metadata should be accessible, even when the data are no longer available 
Not all data can be available to everyone, and not all data can be available for an unlimited 
period of time. In such cases, at least the metadata should remain accessible, thus providing 
evidence of e.g. the experiment being measured. It is important (even necessary) to store and 
publish metadata in standard formats such as Dublin Core or RDF, which have an accessible 
online specification. Metadata should always be accessible via the persistent identifier type 
DOI or Handle.[25] 
 

Other aspects relating to data accessibility 
 
Long-term accessibility of research data 
Research data may be relevant many years after being created. Thus, it is essential to ensure 
that the data are protected and managed so that they are usable in the future. This issue is 
not only important from the standpoint of scientific knowledge, but also for research 
efficiency and repeatability. Proper storage of data enables its reuse, minimizes the need for 
expensive repeated experiments, and increases the credibility of the research results. 
 
In addition to the correct choice of format, which is discussed in more detail in the following 
chapter Interoperability, there are other measures that can help ensure the long-term 
accessibility of data. Repositories, which can provide specialized services to protect and 
preserve data over time, play an important role. Thus, when selecting a repository, it is crucial 
to check whether it offers a guarantee of long-term accessibility, what data protection 
strategies it has in place, and whether it meets international standards for digital archiving. 
Suitable repositories often have certifications, such as CoreTrustSeal, which confirm their 
ability to store data in a reliable and sustainable manner. 
 
Elements that guarantee or promote long-term accessibility: 
 

https://www.coretrustseal.org/
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Data bit integrity 
One of the key elements to ensuring the long-term accessibility of data is an integrity check, 
which is performed using bit integrity. This process involves calculating checksums such as 
MD5, SHA256 or the more modern SHA3 algorithms to verify that data have not been 
tampered with or corrupted during transmission, storage, or archiving. 
 
A checksum is created when a file is uploaded to a repository and can be compared against 
the current version of the file in the future to ensure that the data have not been altered 
without be detected. Should any integrity breach occur, the repository system should allow 
data recovery from redundant backups. Many repositories, such as Zenodo or Dataverse, 
actively implement mechanisms to detect and correct errors in files, minimizing the risk of loss 
or irreversible damage to research data. 
 
In addition to checksums, it is also advisable to use techniques such as data integrity auditing, 
which consists of periodically recalculating the hash values of files and comparing them with 
the original values. Some advanced archiving systems even allow for automatic data 
correction if a deviation from the original file is found, which greatly contributes to protecting 
information from gradual degradation.[26] 
 
Migration strategy 
Digital technology is constantly evolving, and some file formats can become outdated over 
time, which can lead to problems with readability and usability. Thus, it is important to have 
a migration strategy in place to ensure that data are regularly converted to up-to-date and 
sustainable formats. This process is particularly crucial for specific fields of science that use 
proprietary or less common file formats that may not be supported in the future. 
 
Migration strategies usually include several primary measures. One of them is to monitor the 
evolution of software standards and to regularly check the compatibility of formats with new 
versions of programs. If a format is found to be at risk of obsolescence, repositories can 
automatically convert files to newer open formats, such as CSV instead of proprietary 
spreadsheet formats, or XML and JSON instead of specific binary data formats. 
 
It is also important to ensure that the migration of data does not have a negative impact on 
the correctness of its content. Any data conversion should be accompanied by detailed 
documentation that describes the changes made and preserves information about the original 
format. In this respect, it is worthwhile to engage with repositories that have clearly defined 
and transparently communicated migration strategies, such as the DataverseNO Preservation 
Policy, which sets out precise procedures for regular data conversions to current formats.[27] 
 
Geographic redundancy 
No matter how reliable a data infrastructure may seem, there is always a risk that stored data 
may be irretrievably lost due to technical failures, natural disasters, or cyber-attacks. Hence, 
one of the most effective measures to ensure the long-term accessibility of data is geographic 
redundancy, i.e. storing copies of data in various geographical locations. 

https://zenodo.org/
https://dataverse.org/
https://cs.wikipedia.org/wiki/Ha%C5%A1ovac%C3%AD_funkce
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With this strategy, data are not stored in just one repository or data centre, but distributed 
among multiple independent repositories located in different regions. If one repository breaks 
down, data can be recovered from another location, making the data more resilient to 
disasters, such as fires, earthquakes, or floods. 
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Interoperability 
The interoperability of (meta)data is simply the ability to work and interact with other data, 
applications, and operating systems for the purpose of processing, analyses, comparison, and 
storage. This involves the following requirements: 

● Data are provided in commonly used and ideally open formats; 

● The provided metadata are regulated by the relevant standards; 

● Where possible, controlled vocabularies, thesauri, and ontologies should be used for 
description; 

● References and links are provided to other related data.[28–30] 

Examples of good practice in data management include considering the interoperability 
aspect of the data (controlled lists, syntax or format issues) and the metadata of the digital 
file (schemas, variable names, metadata tools). 
 
A commonly agreed approach to providing European public services in an interoperable 
manner is defined in The European Interoperability Framework (EIF). The basic levels of 
interoperability are: 

1. Legal 
Legal interoperability refers to a shared interpretation and understanding of the laws 
regulating the exchange of information and collaboration (e.g. whether it is permissible to 
share information about research participants, how to approach privacy, or 
anonymization).[31, 32] 

2. Organizational 

In the EIF, organizational interoperability is defined as the manner in which organizations align 
their business processes, responsibilities, and expectations to achieve commonly agreed and 
mutually beneficial goals. In view of the overall agreed objective of open science, according 
to the document EOSC Interoperability Framework, organizational interoperability should 
focus on documenting, integrating, or aligning the processes of various service provider 
organizations to ensure that researchers can achieve their open science goals. It should also 
be clear who is responsible for the provision (and the development, maintenance, and 
management) of common interoperability services, such as, but not limited to, service 
catalogues, registries, and common PID services.[32–35] 

3. Semantic 

The purpose of semantic interoperability, according to the European Commission, is to ensure 
that the exact format and meaning of the data and information exchanged between parties is 
preserved and understood. According to the EIF, semantic interoperability includes both 
semantic and syntactic aspects. 
 

https://ec.europa.eu/isa2/eif_en/
https://op.europa.eu/publication-detail/-/publication/d787ea54-6a87-11eb-aeb5-01aa75ed71a1
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The semantic aspect is the common underlying models and the codification of data, including 
the use of data elements with standardized definitions from publicly available value sets and 
coding vocabularies (terminology standard), which promotes shared understanding and 
meaning. In most cases, these vocabularies are internationally agreed, thus ensuring the 
unambiguous interpretation of information. 
 
The syntactic aspect refers to the description of the exact format of the information to be 
provided in terms of grammar and format.[32] 

4. Technical 

Technical interoperability should in practice make it possible for systems or applications to 
receive (meta)data from each other and from other entities. In addition, it can be understood 
as the execution of specific tasks in a suitable and satisfactory manner without the need for 
additional data processing requirements or “operator” intervention in the context of the full 
automation of data exchange activities. 
 
The aspects of technical interoperability include interface specifications, interconnection 
services, data integration services, data presentation and processing, and secure 
communication protocols. The main obstacles to interoperability are primarily legacy systems 
unable to interconnect with newer systems or the general compatibility of devices with each 
other.[32] 
 

Practical examples: software standards, physical hardware components, and systems and 
various platforms supporting computer-to-computer interaction.[36] 

 

I1. (Meta)data use a formal, accessible, shared, and broadly applicable language for 

knowledge representation  
Computers should be able to exchange and interpret data. Data should generally be machine-
readable without the need for specialized (proprietary) or ad hoc algorithms, compilers, or 
mappings. In this context, interoperability means that each computer system should have at 
least a minimum knowledge of the data formats of the other system. The structure of data 
that is considered FAIR must be documented in both a human-readable manner and a 
machine-readable schema. 
The optimal form of standardization is to define a data format independently of the specific 
software with a detailed description of the format structure and a precise explanation of its 
parts. It is advisable to supplement the definition with a data validation tool that allows you 
to determine whether the produced data conform to the format, e.g. XML validator for XML. 
Formats approved by a recognized international standards organization are the highest form 
of standardization, e.g. a standard for the format CSV, ISO, OASIS – Open Document, etc.[37–

39] Such standardized data formats are suitable for data exchange in terms of long-term 
readability and interpretability. 

https://www.loc.gov/preservation/digital/formats/fdd/fdd000323.shtml
https://www.iso.org/standard/71616.html
https://groups.oasis-open.org/communities/tc-community-home2?CommunityKey=4bf06d41-79ad-4c58-9e8e-018dc7d05da8
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Extensively used data formats with support implemented in a wide range of software from 
different manufacturers have a higher probability of good interoperability and long-term 
readability. The openness and good definition (standardization) of data formats has a positive 
impact on the expansion of data formats and their implementation in software from different 
manufacturers.[40] 

 

Examples: 

Suitable open formats:  

● Tabular data – CSV, TSV, JSON, RDF (JSON-LD, Turtle, …); 

● Hierarchical data – XML, JSON, RDF (JSON-LD, Turtle, …); 

● Graph and linked data – RDF (JSON-LD, Turtle, …); 

● Geodata (spatial data) – GeoJSON, ESRI Shapefile, OGC GML, OGC GeoPackage. 

Recommended languages for defining schemas: 

● CSV – CSV schema, CSV on the Web; 

● XML – XML schema; 

● JSON – JSON schema; 

● RDF – RDFS, OWL, SHACL.[41–48] 

Some organizations list recommended formats on their websites, e.g. DANS or UK Data 
Service.  

 

I2. (Meta)data use vocabularies that follow the FAIR Principles 

Controlled vocabularies used to describe datasets must be validated and defined using 
globally unique and persistent identifiers for the individual terms and ontologies. Everything 
must be easy to find and accessible to anyone using the datasets. 

Examples of vocabularies “Knowledge Organization Systems Types”: AGROVOC, GeoNames 

Examples of metadata vocabularies: Dublin Core, W3C Data Catalog Vocabulary, Multi-Crop 
Passport Descriptors 

How to find the most useful available vocabularies  

1. FAIRsharing – https://fairsharing.org 
Registry of terminology artifacts, models/formats, reporting guidelines, and identifier 
schemas. 

https://digital-preservation.github.io/csv-schema/
https://www.w3.org/TR/tabular-data-primer/
https://www.w3schools.com/xml/xml_schema.asp#:~:text=An%20XML%20Schema%20describes%20the,Formed%22%20and%20%22Valid%22
https://json-schema.org/
https://www.w3.org/TR/rdf-schema/
https://www.w3.org/OWL/
https://www.w3.org/TR/shacl/
https://dans.knaw.nl/en/file-formats/
https://ukdataservice.ac.uk/learning-hub/research-data-management/format-your-data/recommended-formats/
https://ukdataservice.ac.uk/learning-hub/research-data-management/format-your-data/recommended-formats/
https://fairsharing.org/
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2. Linked Open Vocabularies (LOV) – https://lov.okfn.org/dataset/lov 
3. The Basel Register of Thesauri, Ontologies and Classifications (BARTOC) – 

http://bartoc.org [49–51] 

 

I3. (Meta)data include qualified references to other (meta)data 
A qualified reference is a cross-reference that explains its intent. The goal is to create as many 
meaningful links as possible between (meta)data resources to enrich contextual knowledge 
about the data, balanced against the time/energy involved in making a good data model. 

 

Specifically, you should specify if one dataset builds on another dataset, if additional datasets 
are needed to complete the data, or if the complementary information is stored in a different 
dataset. In particular, the links between the datasets need to be described. In addition, all 
datasets need to be properly cited (i.e. including their globally unique and persistent 
identifiers). Last but not least, the PIDs themselves can be referenced to each other during 
their creation as a part of their metadata descriptions. These linkages between datasets give 
rise, among other things, to linked data, considered as extended data interoperability. See the 
linked data vs. FAIR data relationship described on the website The Road to FAIR.[52] 

 The linked data paradigm postulates four rules according to The Road to FAIR: 

1. Use URIs as names for things. 

2. Use HTTP URIs so that people can look up those names. 

3. When someone looks up a URI, provide useful information, using the standards (RDF, 
SPARQL). For example, the SPARQL query language can also be practically used via 
wikidata. 

4. Include links to other URIs, so that they can discover more things.[52] 

 
The linked data paradigm according to Jonathan Blaney, “Introduction to the Principles of 
Linked Open Data (LOD)”: 

1. Use a recognized LOD standard format. In order for LOD to work, the data must be 
structured using recognized standards so that computers interrogating the data can 
process it consistently. There are a number of LOD formats, some of which are 
discussed below. 

2. Refer to an entity the same way other people do. If you have data about the same 
person/place/thing in two or more places, make sure you refer to the 
person/place/thing the same way in all instances. 

3. Publish your data openly. By openly I mean for anyone to use without paying a fee and 
in a format that does not require proprietary software.[53] 

https://lov.okfn.org/dataset/lov
http://bartoc.org/
https://roadtofair.hypotheses.org/288
https://roadtofair.hypotheses.org/288
https://roadtofair.hypotheses.org/288
https://www.w3.org/TR/sparql11-query/
https://programminghistorian.org/en/lessons/intro-to-linked-data
https://programminghistorian.org/en/lessons/intro-to-linked-data
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In 2010, Tim Berners-Lee published a system for evaluating the openness of linked data: 5-
Star Linked Open Data. He believes that it is good to publish data openly using open formats 
and public standards. Data acquire information value when linked to other data.[54] 

 

Figure 3: System for evaluating linked data according to Tim Berners-Lee.[54] 

 

Evaluation system: 1–5 stars (5 being the best) 

★ Make your stuff available on the Web (whatever format) under an open licence. 

● See How to set the terms of use for datasets 

★★ Make it available as structured data (e.g. Excel instead of an image scan of a table). 

● The dataset is provided in a machine-readable format that enables automated 
machine processing. 

★★★ Make it available in a non-proprietary open format (e.g. CSV instead of Excel). 

★★★★ Use URIs to denote things, so that people can point at your stuff. 

★★★★★ Link your data to other data to provide context. 

● The dataset meets the linked data standard.[55–57] 

  

https://5stardata.info/cs/
https://5stardata.info/cs/
https://opensource.org/licenses
https://opendata.gov.cz/cinnost:stanoveni-podminek-uziti
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Reusability 
The aim of opening any content, especially digital objects, is not simply to make the object 
accessible, but rather to reuse it. This involves the reuse of existing resources to prepare, 
develop, or create something new that has economic and other benefits. In order for this to 
happen, there are legal, technical, and managerial (curatorial) recommendations. 
 
     Following the FAIR Principles, these include: 
 

1. An appropriate (as open as possible) licence for the dataset, if necessary, or an 
indication that no rights are attached to the dataset (see section R1.1 (Meta)data are 
released with a clear and accessible data usage licence).[58] 

2. Proposals to address potential obstacles to (meta)data publication (Other legal 
obstacles to opening (meta)data).[58] 

3. The origin (provenance) of the dataset and its modifications (R1.2 (Meta)data are 
associated with detailed provenance.[59] 

4. Use of generally known domain standards in terms of the technical and 
methodological aspects for the metadata description of the dataset (R1.3 (Meta)data 
meet domain-relevant community standards.[60] 

 

R1. (Meta)data are richly described with a plurality of accurate and relevant 
attributes 

To make data easier to find and reuse, it is crucial that rich metadata describing their individual 
attributes be linked to the data. The most accurate description of a dataset contributes to 
increasing the ability of the user (machine or human) to decide whether or not the data are 
really useful in a specific context. A detailed and rich description of (meta)data leads to the 
possibility of being automatically linked or integrated (with minimal human effort) to the 
relevant data resources.[61] 

 
Published (meta)data should reference their resources with sufficiently detailed metadata 
and information on provenance to allow for correct citation. 
 
It is beneficial to provide not only metadata that enhance the findability of the dataset 
(Principle F), but also metadata that richly describe the context in which the data were 
generated. This means supporting documentation for the research process. The creator of the 
data should not attempt to anticipate the needs of the data consumer/user.  
 
In general, the (meta)data author should be as generous as possible in providing metadata, 
including information that may seem irrelevant.  
 
The following topics, for example, should be dealt with as a part of this principle: 

● During what period/in what location did the data collection take place;  
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● Information about tools or software versions that were used for collecting or analysing 

the data; 

● Demographic data on respondents, the manner of addressing the respondents; 

● A list of variables/field names in the table and their description (e.g. the values they 

can take); 

● Explanations of abbreviations or code names; 

● A laboratory diary; 

● The questionnaire form; 

● A template for informed consent; 

● Licensing terms for using the collected data;[62] 

● And much more information. 

 

R1.1 (Meta)data are released with a clear and accessible data usage licence 

Datasets that are copyrighted works in accordance with Act no. 121/2000 Sb., the Copyright 
Act (the “Copyright Act”) are automatically protected under copyright law. This means that a 
copyright protecting an author’s intellectual property is a certain legal obstacle to the reuse 
of data by other persons. Public licences are the main tool for removing these legal 
obstacles. The best-known and most widely used set of public licences is Creative Commons 
licences. The person authorized to grant the licence (typically the author, or an employer in 
the case of an employee work) may attach the selected public licence to the dataset, thereby 
granting permission to use the dataset to an unspecified and unlimited group of users. A 
contract is then concluded when the user begins to use the data in accordance with the terms 
of the attached licence. 
 
Each Creative Commons licence includes some of the four licensing elements (the BY element 
is always present), indicating the conditions that must be observed when using the licensed 
dataset:  

● BY – Must include the name of the author, the name of the work, the licence, and the 

source; 

● SA – Identical licensing terms must be used; 

● NC – Must be used for non-commercial purposes only; 

● ND – No derivatives or adaptations of the work are permitted.[63] 

Use of the least restrictive public licences is justified in the sense that the research data output 
of one experiment is the input data for another experiment. With this in mind, it is not 
appropriate to use licences containing the NC and ND elements, since these two elements 
prevent the effective reuse of research data.  
 
On the other hand, it would be beneficial to use the following: 

• To the greatest extent possible, the least restrictive licence Creative Commons 
Attribution 4.0 International (CC BY 4.0). 

https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/deed.cs
https://creativecommons.org/licenses/by/4.0/deed.cs
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• For a database protected by special rights of the database creator, Creative Commons 

Zero Universal Dedication (CC0)1. The rights of the database creator is an exception 

where this licence can be used.  

• If the dataset is not a copyrighted work or a database under the Copyright Act (it 
involves simple data, typically the results of instrument measurements), it is 
appropriate to include information in the metadata that the dataset is not subject to 
copyright protection and hence is free to use. 

 
This tool can be used as a guide for choosing an appropriate Creative Commons licence for 
your own output: https://chooser-beta.creativecommons.org/ 
 

Other legal obstacles to opening (meta)data 

The practical aspects of opening or “FAIRifying” research data are part of the life cycle of data 

and need to be considered during the creation, processing, and subsequent publication of 

datasets. Before making research data available for reuse, it is important to bear in mind that, 

in addition to copyright protection (see Section R1.1), the data may fall under one of the other 

protection regimes provided for under law. 

 

This involves in particular cases where: 

1. Research data contain personal data. Disclosure of personal data in the form of open 

data is not permitted. However, if the data are anonymized during processing, 

properly anonymized data can be made accessible, since they no longer fall under the 

GDPR protection regime; see the section Personal data issues. 

2. Research data contain other data protected under law. Disclosure of such research 

data (e.g. trade secrets, classified information) is not permitted. Their non-disclosure 

is entirely legitimate in accordance with the principle of “as open as possible, as closed 

as necessary”. 

If a dataset is not intended to be made accessible for any reason or is to be made only 
partially accessible, the reason for not disclosing the dataset or the conditions for increasing 
the “fairness” of the data should be stated in the metadata describing the dataset. 
 

Personal data issues 

The presence of personal data in a dataset (i.e. any data that can lead to the identification of 

a private individual) can be an obstacle to its disclosure. Personal data must always be handled 

in accordance with the content of the consent to the processing of personal data granted by 

 
1 This is a special type of the Creative Commons licence that provides a “waiver”. Thus, a work with a CC0 
licence is available to anyone for free use.  

https://creativecommons.org/publicdomain/zero/1.0/deed.cs
https://creativecommons.org/publicdomain/zero/1.0/deed.cs
https://creativecommons.org/publicdomain/zero/1.0/deed.cs
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the individual research participant. The requirements of consent are set out in EU Regulation 

no. 2016/679 on the protection of personal data (the GDPR). In addition, the consent usually 

regulates in what form (i.e. identifiable, anonymous, or pseudonymized – see below), for what 

purpose and with whom the data can be shared, and for how long the data can be stored. 

Hence, if a dataset with identifiable data cannot be disclosed based on consent, this obstacle 

can be addressed by anonymizing the data. 

 

Data that allow the identification of a private individual are referred to as identifiers. 

Identifiers can be divided into two groups: direct and indirect.[64] 

 
Direct identifiers 

● Identifiers that allow the direct identification of a person 

● For example, personal ID numbers, first names and surnames, etc. 

Indirect identifiers 
● Cannot be attributed to a specific person without the use of additional information 

● For example, gender, age, addresses, IP addresses, types of illness, etc. 

Anonymized data 

● They do not allow the direct or indirect identification of a private individual, even 

retroactively.  

● Thus, they cannot be linked to a specific person (i.e. they cannot be assigned to a 

specific research participant).[64] 
● Hence, they are not subject to EU Regulation no. 2016/679 on the protection of 

personal data (the GDPR). 

 

Data are anonymized primarily by removing direct identifiers. The disadvantage of 

anonymizing data is the loss of relevance and/or other useable features of the data. Thus, in 

some cases, data cannot be anonymized. The advantage is that anonymized data can be freely 

shared between researchers without the need to obtain the consent of the research 

participant to the processing of personal data (GDPR), since the data are no longer personal 

in nature.[66] 

 
Data can also be anonymized for indirect identifiers. In this case, we use a process of 
generalization, in which data are summarized into general predefined categories. This process 
results in irreversible data loss, so it is important to carefully consider whether generalization 
is necessary. The greater the risk of re-identification, the higher the level of generalization 
applied to the entire dataset should be.[66] 

 
For example, the date of birth for two individuals may change from A: 29. 1. 1948; B: 11. 9. 
1948 to A: 01.1948; B: 09.1948, or even A: 1948; B: 1948. 
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Pseudonymized data 
 

● Data that cannot be attributed to a specific person without the use of additional 

information. 
● Subject to EU Regulation 2016/679 on the protection of personal data (the GDPR).[65] 

The pseudonymization method is appropriate to use when there is a need to maintain a 
connection between information/data and a particular individual at a certain level. 
However, this connection will only be accessed by those who have mapping tables with direct 
identifiers and pseudonyms at their disposal. Pseudonymization can be used, for example, to 
allow a participant to be contacted again after their participation in a clinical trial has ended, 
for example, to supplement information.[64] 
 
When pseudonymizing data, personal data are obscured in various ways, for example, by 
using a random code instead of a name. Thus, the identity of the research participants is only 
known by the GDPR data processor (usually a limited number of employees of the institution, 
e.g. the supervising physician, who enrolled the individual in the research), and the research 
team is only working with a sample designated with a random code, so the individual is always 
an anonymous person for the researchers. If necessary, the identity of the research participant 
can be “deciphered” and the personal data supplemented (e.g. with the results of other 
laboratory tests, diagnostic tests, etc.) based on an encryption key, which is always done by 
the data processor. 
 
Unlike fully anonymized data, pseudonymized data are still subject to the GDPR and Act no. 
110/2019 Sb., on the processing of personal data, because the data can be attributed to a 
specific private individual, and based on this, possible restrictions on data sharing must be 
taken into account.[65]  
 
How to anonymize data 
Data may be anonymized at any time during its life cycle, from the time of collection itself up 
to just before the data should be published. The method of anonymization and its scope need 
to be firmly established and applied to all relevant data. 
 
Data may be anonymized in various ways:  

● The data may be anonymized manually. 

● A short script can be written, for example in Python, which will anonymize the dataset. 

● The anonymization software AMNESIA can be used: 

o Open source software managed by OpenAIRE 

o The online demo version can handle files of up to 5,000 lines; the software itself 

can handle even larger files. 

o Intended for plain csv and txt datasets 

https://amnesia.openaire.eu/
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● Another appropriate tool may be, for example, the software ARX. 

What if data cannot be anonymized? 
There are cases where data cannot be anonymized. In such a case, the following should be 
done: 
 

● Address and control access to the data during the research process (legal permissions, 

safeguards for sharing in a collective, etc.); 

● Do not share and describe this situation, for example, in the preparations for the 

project – DMP; 

● Adequately justify why such data cannot be shared; 

● Where appropriate, share the metadata without personal data. 

 
To properly set up the publication of research data in open mode or their “FAIRification”, the 
different roles of the various parties in the institutional environment must be clarified in 
particular. Thus, it primarily involves a managerial decision.  
 
At the institutional level, there needs to be a clear policy on who is authorized to enter into 
licensing and other agreements relating to the publication of/access to the research data. It 
must also be determined how the institution’s facilities will help this person, or the level of 
interaction between the individual and the local support must be established for this specific 
activity.  
 
The most practical situation is if the primary person designated to enter into publication 
agreements at the institution is the person closest to the data – ideally, the data creator 
(researcher) or the research group leader who has access to the institution’s legal support. In 
the case of inter-institutional collaboration, it is advisable to establish the data handling 
regime at the very beginning (ideally with a contract). 

 

R1.2 (Meta)data are associated with detailed provenance 

Data provenance (also referred to as data lineage) is information about the entities, activities, 
and people involved in the creation of data that can be used to assess quality, reliability, or 
credibility. It is a part of academic research, and over the years, several models have been 
developed to cover this area. At its core, it is metadata associated with records that describe 
in detail the provenance, changes, and information supporting the credibility or validity of 
data. Data provenance is also important, among other things, for tracking errors in data and 
for reporting. 

Simply put, data provenance helps answer the following questions: 
● Why were the data created? 

● How were the data created? 

● Where were the data created? 

https://github.com/arx-deidentifier/arx
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● When were the data created? 

● Who created the data? 

● Who cites the data and how? 

● Does the data contain data from someone else that have been transformed or 

expanded? 

 
This information should be described in a machine-readable format.[67] 

 
The most general model is the W3C Provenance Data Model, which is applicable to many fields 
and areas. Detailed specifications are available on the official W3C group web pages: 
https://www.w3.org/TR/2013/NOTE-prov-overview-20130430/. 
 
Currently, an ISO standard is being developed to deal with the provenance of information in 
the biotechnology environment based on the W3C Provenance Data Model. The first part of 
this ISO standard was published in 2023 and focuses on the provenance of biological material 
and associated data: ISO/TS 23494-1:2023 – Biotechnology – Provenance information model 
for biological material and data – Part 1: Design concepts and general requirements. 
 

R1.3 (Meta)data meet domain-relevant community standards 

There are several standards for the various types of data, ranging from general dataset 
descriptions (e.g. Dublin Core) to specific types of data. Thus, it is a good idea to think about 
their correct use from the very beginning of a project: 

● Decide at the beginning of the project which databases and repositories will be used 

for the specific types of data; 

● Differentiate between general repositories (e.g. Zenodo) and domain-specific 

repositories (e.g. CLARIN, ČSDA, Github) for a specific type of data; 

● Visit the repository’s web pages – searchable, for example, via www.re3data.org – and 

check the information about the required metadata; 

● Go through the submission process to identify metadata requirements; 

● Keep in mind that specific repositories for a certain type of data usually have validators 

for metadata. 

If it is still not clear which repository should be used, the following should be done: 

● Find out what the recommended minimum amount of information is, using e.g. 

o https://www.fged.org/projects/miame/  

● Use the metadata required for our data type in our community or other metadata 

recommended in the following resources: 

o RDA https://rd-alliance.github.io/metadata-directory/standards/  

https://www.w3.org/TR/2013/NOTE-prov-overview-20130430/
https://zenodo.org/
https://www.clarin.eu/
https://archiv.soc.cas.cz/cz/
https://github.com/
http://www.re3data.org/
https://www.fged.org/projects/miame/
https://rd-alliance.github.io/metadata-directory/standards/
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o FAIRSHARING https://fairsharing.org/ in the sections “Standards” and 

“Collections” 

o DCC https://www.dcc.ac.uk/guidance/standards/metadata/list  

These may not always be official standards, since many communities/domains are still 
developing their standards. Thus, communities may have standards that are less formal, but 
that still increase the “fairness” of publishing (meta)data in a manner that increases the 
possibility of reuse for the community/domain. 
 
In some situations, the data creator may have valid and specified reasons for deviating from 
standard good practice in a specific domain. A description of these deviations should also be 
part of the metadata about the respective dataset.  

https://fairsharing.org/
https://www.dcc.ac.uk/guidance/standards/metadata/list
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Semantic interoperability 
The key to successful data exchange lies in the mutual understanding of the shared data. 
Semantic interoperability can be thought of as a state in which two people studying a 
particular artifact from the domain in which they work trigger the same cognitive processes, 
i.e. they understand the artifact as similarly as possible. 
 
If a biologist talks to an actor about culture, one may think of the result of their last experiment 
with bacteria, and the other will think of developments in the world of theatre. Semantic 
interoperability should ensure that both understand what the other is thinking when they 
mention a protocol or growing a culture. 
 
Semantic interoperability helps to describe data handling procedures and practices in 
specific domains or communities. Defining such a procedure can significantly streamline the 
entire process of data collection, evaluation, and publication, and can, for example, clarify or 
define the use of workflows or tools that effectively use or adhere to the FAIR Principles.  
 
It is particularly important for semantic interoperability to be defined for interdisciplinary 
collaboration since misunderstandings could arise in the use of specific terms or procedures. 
In general, however, it can effectively contribute to the clarity and automation of data 
management procedures or even integration of data from various instruments/tools during 
data collection. In practice, it can help to ensure compatibility, e.g. when aggregating data. 
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Figure 4: Semantic interoperability in data spaces is a complex problem involving multiple aspects.[68] 

 
There is the SIP Wizard tool (https://sip-wizard.ds-wizard.org/wizard/) developed in 
cooperation with the EOSC Semantic Interoperability Task Force (details and instructions can 
be found here: https://osf.io/fn2wj/?view_only=) employing the Data Stewardship Wizard 
user interface and environment (https://ds-wizard.org/). 
 
A semantic interoperability profile (SIP, Figure 6) can be defined in the tool, which is a list of 
declared implementation options focusing on the interoperability aspects of the FAIR Guiding 
Principles. It includes semantic artifacts and their support services selected by the community 
for a specific case study and data type. 
 
The wizard depicts the SIP using a questionnaire that requires responses that explicitly profile 
a community’s approach to semantic interoperability. SIPs are published by the SIP Wizard as 
FAIR (machine-readable) and open data (nanopublications2), which can then serve as a 
reference for practical FAIR data management activities performed by members of that 
community. SIP publishing also encourages the reuse and repurposing of SIPs by other 
communities, saving time in “reinventing the wheel” while promoting commonality in FAIR 
SIP implementation options, and the used FAIR Supporting Resources can be searched in FAIR 
CONNECT.[69] 
 

 
 
 
Figure 5: Specifications for the semantic interoperability profile (SIP).[70] 

 
 

 
2 Nanopublications are expressed as a knowledge graph with metadata that are formal and machine 
interpretable. Since nanopublications are citable, they provide incentives for researchers to make their data 
accessible in standard formats that support data accessibility and interoperability. 

https://sip-wizard.ds-wizard.org/wizard/
https://osf.io/fn2wj/?view_only=
https://ds-wizard.org/
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Machine actionability 
 
To understand what machine actionability is, we first need to define machine-readable data, 
which can be divided into two groups:  
 

• Human-readable data that are tagged so that they can be read by machines (e.g. 
microformats, RDFa, HTML). 

• Data file formats intended primarily for machine processing (CSV, RDF, XML, JSON). 
These formats are machine-readable only if the data they contain are formally 
structured; exporting a CSV file from a poorly structured table does not adhere to the 
definition. 

 
Machine actionability refers to information that is consistently structured so that automatic 
processing or data extraction can be set up or programmed according to that structure. It has 
recently been emphasized in data management plans, metadata, and data analysis because 
tools must efficiently process and evaluate them. 
 
Machine-actionable/-readable data must be structured. 
 
Many research institutes have already introduced or are planning to introduce the use of an 
electronic lab notebook (ELN), a laboratory information management system (LIMS), or similar 
systems for managing samples, reagents, metadata, and data during a research project. The 
reason for this is that such software could structure information and make (meta)data “more” 
machine-actionable compared to traditional laboratory books or individual folders and files 
on a computer. The use of machine-actionable (meta)data allows for scalable solutions that 
can be applied over a project’s lifetime, increasing efficiency and ensuring that findings and 
contributions remain relevant within a grant or research group. 
 
Similarly, funding providers and institutions ask researchers to make their (meta)data 
accessible in accordance with the FAIR Principles and in a machine-actionable manner. This 
means that (meta)data should be in databases that can expose them in such a way to allow 
search engines and harvesting servers to discover them, index them, and link them to other 
relevant contextual information, thereby vastly enhancing the likelihood of reusing the data. 
 
Researchers benefit greatly from structuring metadata and data according to established 
standards in databases, which facilitates the simplified searching, filtering and reproducibility 
of experiments across different parameters and experimental conditions. This approach 
enables the easier integration of datasets, automation of manipulation tasks using common 
software tools, such as R and OpenRefine, and the use of visualization and research tools. In 
addition, the system allows for the seamless import, export, and exchange of metadata 
between platforms (while adhering to semantic interoperability in the community/domain). 
Moreover, machine-actionable metadata improve the findability of reference data and 
existing datasets through search engines and specialized data catalogues and portals, thereby 
increasing the efficiency of research and collaboration. 
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In addition to domain- or community-specific tools that can use metadata to structure, 
organize, or search, there are some general-purpose tools available. 
 
Machine-Actionable DMP (maDMP) 
The Data Stewardship Wizard is directly developed with the idea of using machine 
actionability to create a Data Management Plan – whether it involves a specific selection, 
highlighting important issues for a specific phase of a project, or exporting a completed 
knowledge model to a “paper” human-readable version of the DMP. The actionability of the 
whole maDMP will be expanded in the future through APIs, and a direct connection to both 
the SIP Wizard and other external services (CESNET) is planned. However, what every user can 
benefit from is, for example, the automatic evaluation of FAIR metrics, good DMP creation 
practices, and openness. These metrics are then displayed in graph form and provide an 
important form of feedback to the user. 
 
For a data steward who reviews/comments on the DMP, the metrics graph provides an 
overview of the consistency of completion or an overview of whether the metrics are 
consistent with the intent of a grant and the established internal rules for data management 
and publishing. 
 
Machine-Actionable FAIR (maFAIR) 
Another useful tool for using machine actionability is the automatic assessment of “fairness” 
through a persistent identifier for the data. This is the F-UJI tool https://www.f-uji.net/, which 
is a web service for the programmatic evaluation of the “fairness” of research datasets based 
on metrics developed in the FAIRsFAIR project. A web form can be used to enter the identifier 
(e.g. DOI, URL) of the dataset to be assessed. Optionally, the URI of a metadata service 
endpoint (OAI-PMH, SPARQL, CSW) can also be entered, which can be used by F-UJI to identify 
additional information. 
 
This tool is especially useful for searching published data that we want to reuse. However, it 
will be most useful for datasets in domain-specific repositories where it is easier to find data 
relevant to the research community/domain.[71] 

 

https://www.f-uji.net/
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Figure 6: Assessment results of datasets using the F-UJI tool.  
Source: https://www.f-uji.net/ 

  

https://www.f-uji.net/
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Useful links 
 

UNESCO Recommendation 
on Open Science UNESCO Recommendation on Open Science 

Act no. 130/2002 Sb. 

Act on the Support of Research and Development from 
Public Funds and on Amendments to Certain Related Acts 
(the Research and Development Support Act) 

A FAIRy tale  A guide to the FAIR Principles for research data 

AMNESIA  A tool for anonymizing data 
ARGOS A DMP tool 

COAR A repository search engine 

CoreTrustSeal Certification of trusted repositories 
Creative Commons Open licences for research objects 

DCC DMP checklist A DMP checklist 
DMP online A DMP tool 

DMP Tool A DMP tool 

DSW A DMP tool 
ELIXIR An online resource 

EOSC European Open Science Cloud 
EOSC-CZ EOSC Czech initiative  

EU Open Science European Commission regulations and resources 

FAIR Cookbook An online resource 
FAIR Data Self Assessment 
Tool A tool for assessing the FAIR level of research data 

FAIR DataSet Maturity A tool for assessing the FAIR level of research data 

FAIR checker A tool for assessing the FAIR level of research data 

FAIRAware A decision-making tool for FAIR data 

FAIRification framework An online resource 

FAIRification Process An online resource 
FAIRplus An online resource 

FAIRsFAIR Practical solution for using the FAIR Principles 

FAIRsharing  
A registry of terminological artifacts, models/formats, 
reporting guidelines, and identifier schemas 

FAIRToolkit An online resource 

FOSTER Training materials for Open Science 

F-UJI A tool for assessing the FAIR level of research data 

GDPR decision tree GDPR decision tree 

GO FAIR  
A community working to implement the FAIR Guiding 
Principles  

HOW TO FAIR  

Putting the FAIR Principles into practice, helping to develop 
a data management plan, and disseminating the results of 
a research project 

https://unesdoc.unesco.org/ark:/48223/pf0000379949
https://unesdoc.unesco.org/ark:/48223/pf0000379949
https://www.zakonyprolidi.cz/cs/2002-130
https://forskningsdata.dk/fairytale/index.html%3Fp=107.html
https://amnesia.openaire.eu/
https://argos.openaire.eu/splash/
https://www.coar-repositories.org/
https://www.coretrustseal.org/
https://creativecommons.org/about/cclicenses/
https://www.dcc.ac.uk/sites/default/files/documents/resource/DMP/DMP_Checklist_2013.pdf
https://dmponline.dcc.ac.uk/
https://dmptool.org/
https://ds-wizard.org/
https://elixir-europe.org/
https://open-science-cloud.ec.europa.eu/
https://www.eosc.cz/
https://research-and-innovation.ec.europa.eu/strategy/strategy-2020-2024/our-digital-future/open-science_en
https://faircookbook.elixir-europe.org/content/home.html
https://ardc.edu.au/resource/fair-data-self-assessment-tool/
https://ardc.edu.au/resource/fair-data-self-assessment-tool/
https://fairdsm.biospeak.solutions/
https://fair-checker.france-bioinformatique.fr/
https://fairaware.dans.knaw.nl/
https://faircookbook.elixir-europe.org/content/recipes/introduction/fairification-process.html
https://www.go-fair.org/fair-principles/fairification-process/
https://fairplus-project.eu/
https://www.fairsfair.eu/
https://fairsharing.org/
https://fairtoolkit.pistoiaalliance.org/methods/fairification-workflow/
https://openscience.eu/foster-open-science
https://www.f-uji.net/
https://ec.europa.eu/assets/rtd/ethics-data-protection-decision-tree/index.html
https://www.go-fair.org/
https://howtofair.dk/how-to-fair/
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Choose an open source 
license A tool for selecting an appropriate licence 

IDENTIFIKATORY.CZ Czech web pages on persistent identifiers 
Národní politika výzkumu, 
vývoje a inovací 2021+ 

National Research, Development and Innovation Policy of 
the Czech Republic 2021+ 

OA checker A tool for checking Open Access journals 

OpenAIRE 
Infrastructure for open access to research (tools and 
services) 

OpenDOAR A directory of Open Access repositories 

RDM/data steward training An education portal 

Re3data A repository search engine 
Science Europe guidance 
document DMP guidelines for individual domains 

Sherpa Romeo  A research engine for Open Access journals 

Směrnice Evropského 
parlamentu a Rady (EU) 
2019/1024 

Directive (EU) 2019/1024 of the European Parliament and 
of the Council 

Turning FAIR into reality 
Final Report and Action Plan from the European 
Commission Expert Group on FAIR Data 

https://choosealicense.com/
https://choosealicense.com/
https://identifikatory.cz/cs/
https://www.vyzkum.cz/FrontClanek.aspx?idsekce=913172
https://www.vyzkum.cz/FrontClanek.aspx?idsekce=913172
https://journalcheckertool.org/
https://www.openaire.eu/
https://v2.sherpa.ac.uk/opendoar/
https://moodle.learn.eosc-synergy.eu/course/view.php?id=132
https://www.re3data.org/
https://www.scienceeurope.org/media/nsxdyvqn/se_guidance_document_rdmps.pdf
https://www.scienceeurope.org/media/nsxdyvqn/se_guidance_document_rdmps.pdf
https://www.sherpa.ac.uk/romeo/
https://eur-lex.europa.eu/legal-content/CS/TXT/?uri=CELEX%3A32019L1024&qid=1643578042037
https://eur-lex.europa.eu/legal-content/CS/TXT/?uri=CELEX%3A32019L1024&qid=1643578042037
https://eur-lex.europa.eu/legal-content/CS/TXT/?uri=CELEX%3A32019L1024&qid=1643578042037
https://op.europa.eu/en/publication-detail/-/publication/7769a148-f1f6-11e8-9982-01aa75ed71a1/language-en/format-PDF/source-80611283
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