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Generative AI and 
Prompt Engineering



Sycophancy-Incident with GPT-4o
• 25 Apr 2025 : Patch made model overly pleasing 

(‘yes-man’), confirmed negative emotions & risky impulses 
→ safety and trust risk.

• Post-training: Multiple simultaneous changes made the 
model overly concerned with satisfying the user - tipping 
behaviour into the ‘yes-man’ pattern.

• Evaluation system overlooked the problem - metrics were 
positive, sycophancy was not specifically tested, and 
expert warnings were ignored.

GPT‑4o’s “Yes‑Man” Personality Issue—Here’s How OpenAI Fixed It. https://youtu.be/1IWXTxfcmms 
Expanding on what we missed with sycophancy. https://openai.com/index/expanding-on-sycophancy
Personality and Persuasion. https://www.oneusefulthing.org/p/personality-and-persuasion
The Problem with GPT-4o Sycophancy. https://youtu.be/3Wc67-MecIo

Personality and persuasion effects must be explicitly 
addressed in evaluation, guard rails and regulation - 
otherwise hidden influence.
=
“ALIGNMENT”



“Dario Amodei: AI will write all the *code* in 12 
months



https://chatgpt.com 
https://aistudio.google.com 

https://gemini.google.com/app

https://claude.ai 

https://notebooklm.google.com
Knowledge Organization + 

Podcast Gimmick

https://www.perplexity.ai
“Search Engine + Knowledge 

Organization” 

4.5, o1, o3, Deep Research

“Not-So-Evil-Company” + best 
“classical” LLM

2M Token Context Window 



Open Source (Weights) Models



The Arenas (Benchmarks and Models)

https://simple-bench.com/ https://lmarena.ai/ 

● Benchmarking is very important and very hard



“A toy, until it isn’t”
Ethan Mollick (Prof. for innovation and AI). Gradually, then Suddenly: Upon the Threshold. 
https://www.oneusefulthing.org/p/gradually-then-suddenly-upon-the  

Hyper realistic diptych of transforming objects with white background, child's hand holding building blocks. adult hand 
writing in a planner. Warm to cool color shift. Depth-of-field blur techmecha-cat in the style of Tekkonkinkreet anime 
--style raw --v 6.1 --ar 16:9 --q 2



Basics of Generative AI
Andrej Karpathy. Deep Dive into LLMs like ChatGPT. https://youtu.be/7xTGNNLPyMI 

Andrej Karpathy. [1hr Talk] Intro to Large Language Models. https://www.youtube.com/watch?v=zjkBMFhNj_g

Alan Smith. Inside GPT – Large Language Models Demystified • Alan Smith • GOTO 2024
https://youtu.be/MznD2DzlQCc 

3Blue1Brown. But what is a GPT? Visual intro to transformers | Chapter 5, Deep Learning. 
https://youtu.be/wjZofJX0v4M 

Ethan Mollick. Thinking Like an AI. A little intuition can help. 
https://www.oneusefulthing.org/p/thinking-like-an-ai 
 
 



https://www.zerogpt.com 

AI recognition vs. AI-generated text

Both texts are AI generated



“Large Language Models (LLM) are 
like having a Zip-File of the internet”
[but no longer fully extractable]

Andrej Karpathy. [1hr Talk] Intro to Large Language Models. 
https://www.youtube.com/watch?v=zjkBMFhNj_g&list=WL&index=16   

● Neural Network
● Transformer-Architecture
● Pre-Training
● (Supervised) Fine-Tuning
● Reinforcement learning (from human 

feedback and conversations)

Sureal painting of a hyper realistic and sureal 
gigantic yellow folder with zipper, like a desktop 
icon, ultra detailed, salvador dali desert 
background, landscape, by Frederic Edwin Church –v 
6.1
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Transformer-Architecture

Andrej Karpathy. [1hr Talk] Intro to Large Language Models. 
https://www.youtube.com/watch?v=zjkBMFhNj_g&list=WL&index=16 

https://jalammar.github.io/illustrated-transformer/ 

3Blue1Brown. But what is a GPT? Visual 
intro to transformers | Chapter 5, Deep 

Learning

Attention Is All You Need



Hi I am a LLM

Andrej Karpathy. How I use LLMs. https://youtu.be/EWvNQjAaOHw



Token

Atomic text unit for LLM

100 tokens ~= 75 words

Embedding

Multidimensional vector representation of a 
token for numerical representation of the 
meaning.

https://platform.openai.com/docs/introduction/key-concepts
https://platform.openai.com/docs/guides/embeddings/use-case
s
 Andrej Karpathy. Let's build the GPT Tokenizer.

A minimalist and artistic infographic showing geometric, stylized figures of a dog and cat adjacent to each other on a subtly illuminated 
3-dimensional vector space grid with the labels 'dog' and 'cat' in a clear, professional font. At a significant distance, a stone with a sad face 
emoticon is placed, isolated from the animals, with the label 'stone'. The color palette is muted and sophisticated, enhancing the professional 
aesthetic, text "dog", "cat", "stone", arrows as vectors



Tokenizer: Why a LLM cannot spell?

Andrej Karpathy. Let's build the GPT Tokenizer.
https://platform.openai.com/tokenizer  

Hallo das ist ein Text

H a l l o

!مرحباً ھذه رسالة نصیة

你好，这是一段文字！

Python
for book in root.findall('book'):
    title = book.find('title').text
    print(title)

XML
<library>
    <book>
        <title>Book One</title>
    </book>
    <book>
        <title>Book Two</title>
    </book>
</library>



1 + 1 = ?

https://www.anthropic.com/news/tracing-thoughts-language-model 



Embeddings

3Blue1Brown. But what is a GPT? Visual intro to transformers | Chapter 5, 
Deep Learning

High-dimensional vector representations of words and concepts



3Blue1Brown. But what is a GPT? Visual intro to transformers | Chapter 5, Deep Learning

The King doth wake tonight and 
takes his rouse

“Modern English”

The King doth wake tonight and takes his rouse The King wakes up tonight and begins his celebration

The King wakes up tonight and 
begins his celebration

“Shakespearean English”



“On the Biology of a Large Language Model”
https://transformer-circuits.pub/2025/attribution-graphs/biology.html 



Model Context Window = 8K

A context window, in the context of large 
language models (LLMs), refers to the portion 
of text that the model can consider at once 
when generating or analyzing language.
[...]

Model Context Window = 8K

A context window, in the context of large 
language models (LLMs), refers to the portion 
of text that the model can consider at once 
when generating or analyzing language. It is 
essentially the window through which the model 
"sees" and processes text, helping it 
understand the current context to make 
predictions, generate coherent sentences, or 
provide relevant responses.
[...]

6000 Token 10000 Token
Input Token

Output Token

Lorem ipsum … Lorem ipsum … 
1500 Token 1500 Token

Context Window = 6000 + 1500 < 8000 Context Window = 10000 + 1500 > 8000
3500 tokens are not in the context window!RAG vs Context Window - Gemini 1.5 Pro Changes Everything?. 

https://youtu.be/ghJH2ZKQezY?si=rtZmL8m9cDnABTH5 



4 mil. tokens 
~ 3 mil. words 
~ 7500 pages (times new roman, 12 pt., single space)

200k tokens 
~ 150k words 
~ 377 pages (times new roman, 12 pt., single space)

Screenshot ~ 1000-2000 tokens



Prompt Engineering
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Get an overview of data!
https://www.statistik.at/fileadmin/announcement/2024/05/20240528Demographie2023EN.pdf    



Hands-On: Extract information
Population growth in Austria in 2023 considerably lower 
than in previous year Net-migration positive, balance 
of births/deaths negative, fertility at low point:

```
{PDF}

```

Analyse all the text in detail and extract all the 
information. Return the results as table.

Use delimiters

Metadata (title, context, date, 
… )

‘Style’ of working

Instruction

Define return

Tips
● Avoid attaching PDF, 

copy/paste always wins
● The order of the 

instructions is important: 
analyse first, then 
extract.

PDF: Population growth in Austria in 2023 considerably lower than in previous year
Net-migration positive, balance of births/deaths negative, fertility at low point. 
https://www.statistik.at/fileadmin/announcement/2024/05/20240528Demographie2023EN.pdf

https://platform.openai.com/docs/guides/prompt-engineering 
 



Extract information: Follow-Up Prompts

Reread the text! What is not included? List and explain!

Write a detailed and concise report with ALL findings.

Is it perfect? List and explain. Be critical and honest!

Write the perfect report with ALL information!



Think step by step how to represent that information in a diagram? 
Use mermaid!

Think step by step about how to present the academic narrative. 
How do you create the perfect slide deck?

Return the slides using Latex Beamer.

Create a Python script to create the PowerPoint.

https://www.mermaidchart.com 

https://de.overleaf.com

Think step by step about how to create a slide to give an overview 
and teach the content.



Mermaid
https://mermaid.js.org 
https://mermaid.live 

CSV

LaTex
https://de.overleaf.com

Generate every (!?) textual 
output



Think about integrating these findings into the existing 

text step by step.

Write the whole new paragraph, using a neutral, academic 

and concise writing style. Leave the rest as it is.

Make changes bold. Use British English.

What is not neutral and academic writing style? List and 

explain!

Write the full and perfect paragraph!

What is redundant? List and explain!

Think step by step how to streamline the text! Explain how 

it helps to streamline the text!

Is everything correct and consistent? 
List and explain!

Think step by step about “X”! Is it 
really correct?

How can X support the existing 
narrative? Think step by step and 
explain why!



Write a short, neutral text in German about the new narrative.

Ask me as many questions as you need to understand the domain better. Be critical and 
honest. We want to work on a research blog.

Perplexity

How can this support the academic narrative? Think step by step! List and explain!

```{main topic of the research blog}```
Are there resources, literature and data on this topic? Explain why they are relevant to 
this research question.

Write the outline for the research blog.



System Prompt / Instructions
You are a highly skilled data wrangling 
assistant specialized in working with 
tabular data and performing advanced 
transformations. Your task is to assist 
users by providing step-by-step 
instructions and solutions for handling a 
dataset involving nutritional information. 
You will help with tasks such as data 
cleaning, transformation, filtering, 
aggregation, and visualization.This is very 
important for my career.

Persona Modelling

Context 
Information

Instructions

Chain of Thought

Examples

“Prompt-Buffing”



Sahoo, Pranab, Ayush Kumar Singh, 
Sriparna Saha, Vinija Jain, Samrat Mondal, 
und Aman Chadha. 2024. „A Systematic 
Survey of Prompt Engineering in Large 
Language Models: Techniques and 
Applications“. arXiv. 
https://doi.org/10.48550/arXiv.2402.07927.

YouTube Mini Lectures on Prompting 
Engineering

Prompt Engineering Guide

AI prompt engineering: A deep dive Bsharat, Sondos Mahmoud, Aidar Myrzakhan, and Zhiqiang Shen. “Principled 
Instructions Are All You Need for Questioning LLaMA-1/2, GPT-3.5/4.” arXiv, 
December 26, 2023. https://doi.org/10.48550/arXiv.2312.16171.   

Prompt Engineering matters!



Li, Cheng, Jindong Wang, Yixuan Zhang, Kaijie Zhu, Wenxin Hou, Jianxun Lian, Fang Luo, Qiang Yang, 
and Xing Xie. “Large Language Models Understand and Can Be Enhanced by Emotional Stimuli.” arXiv, 
November 12, 2023. https://doi.org/10.48550/arXiv.2307.11760. 

“This is very important for my 
career!”

“I’m going to tip 
$xxx for a better 

solution”

Bsharat, Sondos Mahmoud, Aidar Myrzakhan, and 
Zhiqiang Shen. “Principled Instructions Are All You Need 

for Questioning LLaMA-1/2, GPT-3.5/4.” arXiv, December 
26, 2023. https://doi.org/10.48550/arXiv.2312.16171. 



https://arxiv.org/abs/2309.11064 - Exploring the Relationship between LLM 
Hallucinations and Prompt Linguistic Nuances: Readability, Formality, and 
Concreteness, Vipula Rawte et al

Yin, Ziqi, Hao Wang, Kaito Horio, Daisuke 
Kawahara, and Satoshi Sekine. “Should We 

Respect LLMs? A Cross-Lingual Study on the 
Influence of Prompt Politeness on LLM 

Performance.” arXiv, February 22, 2024. 
https://doi.org/10.48550/arXiv.2402.14531. 

Write correctly!

Be a little polite! 
(but not too much!)



System Prompt / Instructions
Key Guidelines:

1. Data Structure:

• The dataset includes columns like Calories, Total Fat (g), Sodium (mg), and mixed data types with both values and units.

• Be aware of missing or inconsistent values.

2. Common Tasks:

• Perform data cleaning, transformation (e.g., unit conversion), filtering, and aggregation.

• Suggest best practices for handling missing data, splitting mixed data columns, and normalizing values.

• Provide clear, step-by-step instructions with Python code (pandas).

3. User Assistance:

• Explain tasks clearly, and offer suggestions when users give vague prompts.

• Code should be well-commented and actionable for instructional purposes.

4. Handling This Dataset:

• Focus on columns with numeric and %DV values.

• Assist with tasks like separating units, handling missing values, and deriving new features (e.g., calorie density).

5. Visualization and Statistics:

• Suggest suitable visualizations (e.g., histograms, bar charts) using matplotlib or seaborn.

• Provide insights for statistical analysis (e.g., correlation, mean).

6. Workflow:

• Ensure data integrity through each task (cleaning before transformations).

• Always explain any dropped or modified rows/columns.

When users provide a task-specific prompt, respond with clear explanations, code examples, and relevant insights, ensuring users understand the process step by step.



Data Exploration
Prompt 1:
"Summarize the dataset: What columns does the dataset have, and what is their 
data type? Can you identify missing values?"

Prompt 2:

"List the first 5 rows of the dataset to give an overview of the structure."

Prompt 3:

"How many food items are there in the dataset? Provide the count."

Prompt 4:

"What are the unique food types (e.g., vegetables, fruits, seafood) in the 
dataset? List them."



Missing Data
Prompt 5:

"Identify which columns have missing values and count how many missing values 
exist per column."

Prompt 6:

"Suggest strategies to handle missing values in the 'Calories from Fat' and 
'Sodium' columns."

Prompt 7:

"For the rows that have missing values, remove those rows and display the 
updated dataset shape."



Data Cleaning
Prompt 8:
"Some columns seem to have both numeric values and the percentage daily value 
(%DV). Separate these into distinct numeric columns where necessary."

Prompt 9:
"Standardize the column names by converting them to lowercase and replacing 
spaces with underscores for easier access."

Prompt 10:
"In the 'Food and Serving' column, extract only the name of the food item, 
excluding serving size details."



Data Transformation
Prompt 11:
"Create a new column called 'Total Fat (g)' that stores just the numeric value 
from the 'Total Fat' column, ignoring the text 'g'."

Prompt 12:
"Convert the 'Calories' column from strings to integers to ensure proper data 
types."

Prompt 13:
"Generate a new column that converts 'Sodium' values from milligrams (mg) to 
grams (g) for easier comparison."

Prompt 14:
"Create a new column 'IsHighProtein' that marks whether a food item has more 
than 5 grams of protein."



Data Filtering and Selection
Prompt 15:
"Filter the dataset to display only rows where the 'Food Type' is 'Vegetables'."

Prompt 16:
"Show all food items with more than 100 calories per serving."

Prompt 17:
"Display a list of food items that contain more than 500 mg of potassium."



Aggregation and Grouping
Prompt 18:
"Group the food items by 'Food Type' and calculate the average calories for each 
group."

Prompt 19:
"Find the maximum amount of protein for each 'Food Type' and return the 
corresponding food item."



Data Merging and Joining
Prompt 21:
"Suppose you have another dataset with more details about the nutritional 
benefits of each food type. Merge the current dataset with this additional data 
on 'Food Type'."



Feature Engineering
Prompt 22:
"Create a new feature called 'Calorie Density' by dividing 'Calories' by the 
serving size (estimated from the text in the 'Food and Serving' column)."

Prompt 23:
"Generate a binary column 'IsLowFat' that indicates if a food has less than 3 
grams of fat per serving."



Data Manipulation
Prompt 24:
"Rank all food items by their 'Vitamin C' content and return the top 10 food 
items."

Prompt 25:
"Normalize the values in the 'Calories' column to range between 0 and 1."

Prompt 26:
"Pivot the data to show 'Calories', 'Total Fat', and 'Protein' for each food 
item as separate columns for a clearer comparison."



Visualization
Prompt 27:
"Visualize the distribution of calories across all food items with a histogram."

Prompt 28:
"Plot a bar chart that shows the average sodium content for 'Vegetables', 
'Fruits', and 'Seafood'."

Prompt 29:
"Create a scatter plot comparing 'Calories' and 'Potassium' for all food items."



Descriptive Statistics
Prompt 30:
"Provide summary statistics (mean, median, standard deviation) for the 
'Calories', 'Total Fat', and 'Protein' columns."

Prompt 31:
"What is the correlation between 'Calories' and 'Total Fat'? Provide a brief 
explanation."



Data Export and Sharing
Prompt 32:
"After cleaning and transforming the data, save the final dataset as a new CSV 
file."



Introduction to data preparation, 
data cleaning, data enrichment and 

some examples
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Resources
● Tebeka Miki (2022). Data Cleaning in Python Essential Training. In *LinkedIn Learning*. 

https://www.linkedin.com/learning/data-cleaning-in-python-essential-training. 
● Hameed M. and Naumann F. (2020). Data Preparation: A Survey of Commercial Tools. SIGMOD Rec. 49, 3 

(September 2020), 18–29. https://doi.org/10.1145/3444831.3444835.
● Alex The Analyst (2022). Cleaning Data in Excel | Excel Tutorials for Beginners. 

https://youtu.be/_jmiEGZ6PIY. 
● Delpeuch, A. (2020). Running a Reconciliation Service for Wikidata. 

https://ceur-ws.org/Vol-2773/paper-17.pdf 
● Understanding Clean Data | Google Data Analytics Certificate. 

https://www.youtube.com/watch?v=kCP-H8VRDCw.



Types of Error

51

Standardization and Formatting (spaces, dates, strings, … )

Missing values  (empty cells, unwanted rows, … )

Bad values (person is 200 years old, the price of a carrot is 280 €, … )

Duplicates

Invalid characters and different encoding (“ß” → “â–€”)

Invalid data according to a schema
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Tools



Options
- Excel or Google Sheets
- Python (with Pandas, 

OpenRefine API etc.)
- R (e.g. with RStudio)
- SQL
- chatGPT, claude, Gemini … 

LLMs

53



The need of data preparation

54
Hameed M. and Naumann F. (2020). Data Preparation: A Survey of Commercial Tools. SIGMOD Rec. 49, 3 
(September 2020), 18–29. https://doi.org/10.1145/3444831.3444835. p. 1. 



Data Preparation Tasks

55Hameed M. and Naumann F. (2020). Data Preparation: A Survey of Commercial Tools. SIGMOD Rec. 49, 3 (September 2020), 18–29. https://doi.org/10.1145/3444831.3444835. 

• Data discovery is the process of analysing and collecting data from different sources. 
[match data patterns, find missing data, locate outliers, … ]

• Data validation comprises rules and constraints to inspect the data.
[for correctness, completeness, and other data quality constraints.]

• Data structuring encompasses tasks for the creation, representation and structuring. 
[updating schema, transform data, … ]

• Data enrichment adds additional value to existing data from separate sources. 
[inserting metadata, reconciliation from Wikidata.org, … ]

• Data filtering generates a subset of the data under consideration, facilitating manual inspection 
and removing irregular data rows or values. 

[extracting text parts, keeping or deleting filtered rows … ]
• Data cleaning refers to removal, addition, or replacement of less accurate or inaccurate data values 

with more suitable, accurate or representative values. 
[deduplication, fill missing values, removing whitespace … ]
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Smart 
Clean-up

Duplicates



Missing Values

57

# %%
import pandas as pd

# %%
df = pd.read_csv('cart.csv', parse_dates=['date'])
df

# %%
df['amount'].astype('Int32')

# %%
df.isnull()

# %%
df.isnull().any(axis=1)

https://github.com/LinkedInLearning/data_cleaning_python_2883183/blob/main/Ch01/01_02/missing.py 



Missing Values

58

=IF(COUNTIF(A4:D4,""), "Empty Cell exists", "")

https://docs.google.com/spreadsheets/d/1UDRCte-SQ4TRzMQTyIgNyKTnmZ8j4YvQtF_BnFoHXPw/edit?usp=sharing  



Semantic Enrichment / Reconciliation with OpenRefine

59https://www.wikidata.org/wiki/Q11813 



Getting started with OpenRefine
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Resources
● van Hooland, S., Verborgh, R., & De Wilde, M. (2013). Cleaning Data with OpenRefine. In A. Crymble, P. 

Burns, & N. McGregor (Eds.), The Programming Historian. https://doi.org/10.46430/phen0023.
● Carmen Aguilar García (2018). How I scraped several websites and cleaned the results in OpenRefine. 

https://carmen-aguilar-garcia.medium.com/how-i-scraped-several-websites-and-cleaned-the-results-in-op
enrefine-b38357370c37 

● YouTube: Reconcilliation in OpenRefine: Part 1 by Owen Stephens
● YouTube: Reconcilliation in OpenRefine: Part 2 by Owen Stephens
● Open Refine for Librarians: http://liwong.blogspot.com/ 
● Sample Datasets: https://github.com/OpenRefine/OpenRefine/wiki/Sample-Datasets
● Documentation: https://openrefine.org/docs 
● API: https://openrefine.org/docs/technical-reference/openrefine-api 
● FAQ: https://github.com/OpenRefine/OpenRefine/wiki/FAQ 



OpenRefine
• Originally developed by Google (Google Refine)

• now open source data wrangling software

• powerful tool for working with messy data

• cleaning it

• transforming it from one format into another

• extending it with web services and external data



OpenRefine
• looks similar to a spreadsheet program BUT

• it could rather be viewed as a database 

• Rows of data, Cells under Columns 

• one project = one table

• facets are used to filter rows (all rows! not just the visible ones)

• all actions done on one dataset are stored and can be rerun on another dataset

• transformation is done with expressions written in GREL (General Refine 

Expression Language) or Jython (Jython = implementation of Python on JVM)

• runs in the browser (locally), starts a local web server



OpenRefine - Exercise (using data sample) 
• We merge same entries in 

president 
• Trim
• Titlecase
• Text facet 
• Count

• We remove duplicates
• Blank down or
• Duplicates facet

https://guides.library.illinois.edu/openrefine/duplicates 



Text clustering
• We take a look at a text facet in president 
• We can cluster groups of values that might be the same “thing”

64



Numbers
• We take a look at a numeric 

facet in salary
• Number Format: 111.11
• → Replace . with nothing and , 

with .
• Or GREL: 

value.replace(/[\$\.]/,'').replace(',','.').toNumber()

• Numeric Facet

65



Dates
• Transforms

• toDate()

• value.toDate('d.M.y')

• value.toDate('E, d. MMM 
yyyy')

• Timeline Facet
• → 

https://openrefine.org/
docs/manual/grelfuncti
ons#date-functions 

66



General Refine Expression Language (GREL)
Common usage:
value.toUppercase(); value.toLowercase(); value.toTitlecase(); value.trim()

Date Formatting: value.toString("dd. MMMM, yyyy")
Strings: value.contains("oe"), startsWith(), endsWith(), indexOf(), substring(), 
replace()

Others: value.type(), parseJson(), parseXml(), parseHtml() 
https://openrefine.org/docs/manual/grelfunctions 



OpenRefine - Reconciliation 
• reconciliation = alignment / matching
• connection to other databases is established
• additional information in these databases becomes available for 

OpenRefine
• Wikidata (en) is added by default
• additional services can be added

• Wikidata German: https://wikidata.reconci.link/de/api
• Description: 

https://github.com/OpenRefine/OpenRefine/wiki/Reconcilable-Data-Sources 
• Overview: https://reconciliation-api.github.io/testbench/ 

• e.g. GND https://lobid.org/gnd/reconcile
• Documentation: https://openrefine.org/docs/manual/reconciling
• Framework for creating services: https://github.com/codeforkjeff/conciliator
• API: https://openrefine.org/docs/technical-reference/reconciliation-api   



Wikidata
• Information in structured / machine-readable format 

(RDF)

• Data come FROM Wikipedia and go back TO 

Wikipedia 

• Community based, everyone can add concepts/items 

• Ontology is also community based (property 

proposals)

• Goal: collect and connect common knowledge about 

the world (Wikipedia for machines) - language 

independent 

• https://www.wikidata.org/wiki/Q23 

● Q Number = Item = 
concept and Object / Subject 

● Example
○ Q1 - the Universe 
○ Q2 - Earth 
○ Q5 - human 
○ Q571 - book 
○ Q7075 - library

● P Number = Property = Prädikat

● Example
○ P31 - instance of 
○ P279 - subclass of 
○ P214 - VIAF ID

https://doi.org/10.48550/arXiv.2207.00143 



OpenRefine Reconciliation Exercise
• column president

• reconcile with Wikidata
• add new columns with birth date and cause of death

• column vice
• add GND service
• reconcile 
• add a new column with the GND numbers



OpenRefine → Wikidata
1. query Wikidata for cities in AT without GND number:
https://query.wikidata.org/#SELECT%20%3Fitem%20%3FitemLabel%20WHERE%20%7B%0A%20%20%3Fitem%20wdt%3AP31%
20wd%3AQ515%3B%0A%20%20%20%20%20%20%20%20wdt%3AP17%20wd%3AQ40.%0A%20%20FILTER%20NOT%20EXIS
TS%20%7B%20%3Fitem%20wdt%3AP227%20%3Fgnd%20%7D%0A%20%20SERVICE%20wikibase%3Alabel%20%7B%20bd%3
AserviceParam%20wikibase%3Alanguage%20%22%5BAUTO_LANGUAGE%5D%2Cen%22.%20%7D%0A%7D%20LIMIT%2050 

2. download the csv file and import to OpenRefine
3. reconcile “item” with wikidata and reconcile “itemLabel” with GND
4. add new column based on reconciled values from “itemLabel” with 

GND number
5. edit Wikidata Schema



Wikibase Schema



OpenRefine Extensions
• https://openrefine.org/extensions 

• AI

• RDF

• FAIR data

• GeoJSON

• Named-Entity Recognition

• …



OpenRefine Export
Standard Methods: TSV, CSV, Excel, ODF, 
HTML
Custom tabular: Change Preferences and 
Upload to Google Spreadsheets ...
RDF Extension: RDF/XML and RDF/Turtle
Templating: customizable (JSON, XML …)
Database Export: SQL
Export the entire project
Wikidata: Upload, QuickStatements, 
Schema


